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Introduction

Most researchers believe that pedagogical, content, and especially pedagogical content knowledge, or PCK, have positive effects on student success (Baumert et al., 2010; Campbell et al., 2014). The definition and description of Mathematical Pedagogical Content Knowledge has been made by several different groups with key centers in the United States (Ball & Forzani, 2011) and Germany (Baumert et al., 2010). Both of these groups combined definitions of Mathematics PCK with assessments to measure it among mathematics educators, and both tools have been tested to show a positive correlation between individual teachers’ levels of PCK and student success on standardized tests.

These two descriptions of mathematics PCK are made by authors that held different theoretical perspectives to accommodate the interplay of internal and external change. Ball is generally considered a constructivist who believes that mathematics teachers develop knowledge for teaching through “pedagogical deliberations” (Ball, 1993). She claimed that teachers need a “bifocal perspective” to perceive the mathematics they are teaching about and the mind of the child they are teaching it to. In this framework, learning of PCK comes through reflection on what is to be taught and to whom it is to be taught. Baumert and the COACTIV group believe that teaching is a cognitive activity (Kunter et al., 2013) that is developed through specific training and is not significantly improved upon through the practical experience teachers have during their career. They emphasize their belief that teacher learning is not achieved through socialization into the profession, nor should it be studied based on the individual constructs of the knowledge teachers gain. In their framework learning occurs in formal teacher training when learners are taught things that they will later apply in their classrooms.

ABSTRACT

The purpose of this research was to compare two definitions and assessments of Mathematics Pedagogical Content Knowledge (PCK). As part of a larger study, nine current and future teachers took an online version of the Measures of Knowledge for Teaching (MKT) - Mathematics assessment and the Cognitively Activating Instruction in Mathematics (COACTIV) assessment. Participants answered questions that demonstrated their understanding of students’ misconceptions, ability to utilize multiple representations and methods, and knowledge of materials that they may be using for instruction. The data were analyzed, and the results indicate that teachers’ scores on these two tests are correlated, but that the individual areas of knowledge were not.

KEYWORDS pedagogical content knowledge, cognitively activating instruction, mathematics knowledge for teaching
Both of their assessments have been shown to be valid and reliable, and their descriptions use similar language to describe the effect that this knowledge should have in the classroom. However, the assessments have not been compared to see how compatible they are with each other. There has not been a systematic effort to see if the different research centers in the field are discussing and measuring the same things. As part of a larger study on the development of Mathematics PCK, data were collected from a group of educators measuring their mathematics knowledge for teaching on these two different assessments. Their responses were examined to look for correlation between the assessments as a whole as well as individual sections of the two tests.

**Background**

Shulman (1987) provided a listing of seven categories of teacher knowledge that must be connected to practice. In later work, he would group them differently; however, these categories provide us with an avenue to separate areas of knowledge and the practices that employ and demonstrate them. Three of them, content knowledge, pedagogical knowledge, and pedagogical content knowledge, have been referred to as the core dimensions of teacher knowledge, and occupy a large amount of the literature in the field of mathematics education.

Content and, to a lesser extent, pedagogical knowledge have been the focal points on research into teacher knowledge and learning for decades. However, the studies of Begle (1979) and Monk (1994) found that while content courses and education courses taken by a mathematics teacher may have some effect on student learning, “it appears that courses in undergraduate mathematics pedagogy contribute more to pupil performance gains than do courses” in those other areas (Monk, 1994). One possible reason for this is the idea that while content courses and educational courses provide content and pedagogical knowledge—subjects that future teachers may have already been learning over years of observation—mathematics methods courses provide teachers with a more focused study of pedagogical content knowledge. Shulman (1987) defined pedagogical content knowledge as “the blending of content and pedagogy into an understanding of how particular topics, problems or issues are organized, represented, and adapted to the diverse interests and abilities of learners, and presented for instruction.” (p. 8). This concept is also referred to as “Craft Knowledge” (Grimmett & Mackinnon, 1992) and has been applied to mathematics education using the phrase “Mathematical Knowledge for Teaching” (Ball et al., 2001).

Hill, Ball, and Schilling (2008) defined PCK as having three components; Knowledge of Curriculum, Knowledge of Content and Students, and Knowledge of Content and Teaching. They constructed this definition so that all of the areas were distinct from simple content knowledge, because “a teacher might have strong knowledge of the content itself but weak knowledge of how students learn the content or vice versa.” Thus, in their construct Content Knowledge (CK) and PCK are separate aspects of teacher knowledge that can be developed independently. Hill et al. (2008) then constructed their assessment, the Measures of Knowledge for Teaching Mathematics or MKT, and attempted to measure teachers’ knowledge in these areas. Originally the MKT was focused on Elementary School teachers and the knowledge they would use in teaching 4th and 5th grade mathematics classes. It was later expanded to include Middle School Material, and most recently into High School with the development of the Algebra 1 assessment.

Within each sub-section of the Algebra 1 MKT Assessment, there were multiple questions to assess teachers’ knowledge; however, there may be overlap in the knowledge required. In the Understanding Students section, participants are asked to anticipate what might cause students to have difficulty understanding a problem and look at students’ work to identify what caused their errors. For example, one question states that Mr. Anderson gave his student the problem

\[
\frac{2a+1}{3a} + \frac{3}{6a} = \frac{6a-2}{6}
\]

and one student showed the following (Figure 1):

![Figure 1. Question on Identifying Student Errors on MKT.](Gates Foundation and ETS, 2012)
Participants are given four choices for what caused the student’s error:

A) This student used the distributive property incorrectly
B) This student confounded mixed fractions with factors.
C) This student forgot to cancel common factors in several places.
D) This student needs to apply a more formal procedure by finding the common denominator and then adding all terms.

with the correct answer being B.

The Utilizing Multiple Representations section requires participants to look at problems and identify correct methods of solving them. One problem presents four different methods that students used to solve \(-5x + 8 = 13x - 10\). Participants decided whether the work provided evidence that the student reasoned correctly (Figure 2).

This question is designed to test teachers’ familiarity with and understanding of geoboards, as evidenced by Caitlin giving the correct answer. It may be possible to answer this question by thinking through the methods described in the answers, reasoning through the limitations of shapes on a geoboard, and identifying which is the most insightful.

In contrast to Ball et al.’s work (2001), Baumert’s group (Krauss et al., 2008) felt that Content Knowledge was a necessary precondition to developing PCK. They utilized Shulman’s 1986 original definition of PCK that it “includes knowledge on how best to represent and formulate the subject to make it comprehensible to others, as well as knowledge on students’ subject-specific conceptions and misconceptions.” (p. 9). The groups then added a third component of PCK based on research of effective mathematics instruction, namely the appropri-
ate use of tasks as a means of developing students foundational understanding of the mathematics they are learning. Thus their definition of PCK also has three areas; Knowledge of Mathematical Tasks for Learning, Understanding of Students Conceptions and Misconceptions, and Knowledge of Appropriate Mathematics-Specific Instructional Methods. They also created an assessment, known as Professional Competence of Teachers Cognitively Activating Instruction and the Development of Student’s Mathematical Literacy or COACTIV, and by including questions about both content and pedagogical content were able to show that their measurement of PCK was distinct from CK.

This assessment tries to draw a more distinct difference between the categories, even though the questions they are based on may be related. One section of the test starts with the statement “Many students have difficulty accepting the definition $a^2 = 1.$” A question that tests Understanding of Students asks, “What might be the reasons for this? List as many as possible.” The follow up question falls into the Understanding Representations section by asking participants to “outline as many ways (methods) as possible to make this definition accessible to students.”

Another item begins with the statement, “There are S students and P professors at a university. There are six students to a professor.” The problem states that the most common error that students made in representing this problem algebraically was writing “P=6S”. A question assessing the Understanding of Students asks participants to “Please give possible reasons for this error being made—what might the students have been thinking?” This is followed by an Understanding Tasks question where teachers are asked to “Please briefly describe possible didactic interventions targeting this error.” There are also additional questions related purely to content knowledge, such as “Please prove that $\sqrt{2}$ is irrational” and “Prove that the base angles of an isosceles triangle are congruent.” In designing the COACTIV assessment, it was assumed that this type of knowledge was separate from PCK, and the questions were used to test for a correlation between content and pedagogical content knowledge.

These two groups from the United States and Germany are noteworthy because of their attempts to study their constructs of PCK through assessments and analysis of the results, and the continued use of those assessments by both of these groups and other researchers studying the topic. However, these two tests are very different. COACTIV is an open-ended assessment that was developed in Germany and tested on over 200 secondary mathematics teachers. It was demonstrated that higher levels of CK and PCK—as measured on the assessment—were correlated with increased student achievement on standardized assessments (Krauss et al., 2008). This research study also indicated that variations of teachers’ knowledge were determined in their teacher preparation program and remained relatively fixed throughout the remainder of their teaching career.

In contrast, MKT is a multiple choice assessment that also correlates well with measures of teacher quality and student achievement (Hill, Umland, Litke, & Kapitula, 2012). Developed at the University of Michigan, it has been used for over ten years at sites across the U.S and has been split into elementary (K-5) and middle school (6-8) levels, with the recent introduction of a High School level (9) Algebra assessment. While the test shows overall validity, Hill et al. (2012) demonstrated that using cut scores of the quartiles allows for useful grouping of teachers. Those in the upper quartile have significantly higher quality lessons and student achievement than those in the lower quartile, while those in the middle two quartiles showed greater variation. Both of these tests have traditionally been administered using paper and pencil with a proctor observing the test takers. There is some evidence that online versions of assessments provide equivalent results (Weigold, Weigold, & Russell, 2013).

So while we have a good idea of the importance of PCK for Mathematics teachers, we do not know how the two main frameworks of Pedagogical Content Knowledge compare. If MKT as described by Ball et al. (2001) and PCK as defined by Baumert et al. (2010) are describing the same concept, then there should be a high level of correlation between the assessments that they have made. There should also be a correlation between individual Content Knowledge and their PCK, and the matching subsections.

Method

In January of 2016, students majoring in mathematics education at two traditional teacher preparation programs and a random selection of current teachers, including teachers at a large high school district and a small group of charter schools, were asked to participate in a research project. Students and teachers were sent an e-mail asking them to complete an online survey based on the questions from the MKT. The MKT assessment is accompanied by an answer key to allow for number-right scoring. However, to account for the possibility of participants guessing the answer to the questions, a formula scoring
method was used with 3 points for a correct answer to a multiple choice question and 1 point for binary choice question, with incorrect answers scored as –1 points and skipped questions receiving 0. The formula scoring model has been debated in the past, with Lord (1975) claiming that it is based on an “indefensible assumption” that examinees either know or don’t know an answer, and van Mameren and van der Vleuten (1999) claiming it shows increased bias. However they and others have found that use of a formula score may result in increased reliability of the assessment (Espinosa & Gardeazabal, 2010). This system also allows us to establish zero as the score a person with no pedagogical content knowledge would receive.

After the data from the MKT was collected, those who indicated that they were willing to answer additional questions were invited to participate in phase two of the study. Nine mathematics educators took a longer online survey that asked questions based on the COACTIV assessment. The COACTIV Assessment was also created with a Code Book to allow for standardized scoring. This system awards multiple points for questions that have multiple correct answers, while other questions may only be worth a maximum of 1 point. For consistency sake, this assessment was scored using the formula scoring model with 1 point for each correct answer, zero points for skipped questions, and – 1 for incorrect answers.

The purpose of this study was to determine to what extent the MKT and COACTIV assessments demonstrate concurrent validity. To accomplish this, I first ran a simple linear regression between the aggregate scores of those who took the COACTIV assessment and their scores on the MKT and calculated the Pierson product-moment correlation coefficient. While the scores on these two assessments are definitely ordered they are not necessarily continuous, which does bring into question the validity of using a test that requires interval data. However, the concept of knowledge is continuous, and other analysis of this type of data has shown it to be normally distributed. I also wanted to assess the degree to which the overlapping sub-constructs in the two instruments correlate, and the extent to which the non-overlapping sub-constructs in the instruments might improve the comprehensiveness and construct validity of each. To do this I took the individual scores on the three PCK sections from each assessment and the CK section of the COACTIV assessment and calculated the Pierson product-moment correlation coefficient.

Results
Nine participants completed the MKT and COACTIV assessments. Their demographic information is located in Table 1.

This group was relatively evenly split between mathematics (44%), mathematics education (33%), and non-education majors (22%). One pre-service and eight current teachers, ranging from having 2 to 25 years of experience, completed both assessments. 55% of participants came from University A, with the other four participants having attended four different programs. Other than the number of pre-service participants, the demographics for this group appears similar to that of the entire sample from the larger study of MKT scores. The MKT and COACTIV formula scores for these participants is located in Table 2.

Table 1
Participants

<table>
<thead>
<tr>
<th>Participant</th>
<th>College Attended</th>
<th>Years of Experience</th>
<th>Major</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>University A</td>
<td>12</td>
<td>Mathematics</td>
</tr>
<tr>
<td>2</td>
<td>University A</td>
<td>12</td>
<td>Mathematics Education</td>
</tr>
<tr>
<td>3</td>
<td>University A</td>
<td>8</td>
<td>Mathematics Education</td>
</tr>
<tr>
<td>4</td>
<td>Online University A</td>
<td></td>
<td>Mathematics</td>
</tr>
<tr>
<td>5</td>
<td>Out of State University A</td>
<td>2</td>
<td>Geography</td>
</tr>
<tr>
<td>6</td>
<td>University A</td>
<td>–1 (Student Teacher)</td>
<td>Mathematics Education</td>
</tr>
<tr>
<td>7</td>
<td>Online University B</td>
<td>15</td>
<td>Criminal Justice</td>
</tr>
<tr>
<td>8</td>
<td>University A</td>
<td>12</td>
<td>Mathematics</td>
</tr>
<tr>
<td>9</td>
<td>Out of State University B</td>
<td>25</td>
<td>Mathematics</td>
</tr>
</tbody>
</table>
To test the relationship between the two tests, a Pearson Correlation test was run between the overall MKT and COACTIV test scores. While the data from the sample is not normally distributed, our analysis of the overall MKT scores showed a slight skew, which should not disqualify it from this test (Chok, 2010). The correlation coefficient was calculated as .840 with a two-tailed significance of .005, indicating that there is a positive correlation between the scores of the participants on the two tests with an $r^2$ of 0.70.

To investigate the possible relationships between the different sections of the test correlations were calculated for participants’ scores for each section (see Table 3). Based on these results the only subsections that are correlated are the Understanding Strategy section of the MKT and the Understanding Students section of the COACTIV ($r = .771$, $p = .015$). None of the corresponding sections were significantly correlated. Understanding Students from the two tests had an $r$ of .426 with $p$ of .253, and Understanding Strategy had an $r$ of .338 with $p$ of .373.

Additionally, the Content Knowledge questions on the COACTIV assessment were strongly correlated with overall MKT scores. This does seem to validate the claim by Baumert and others that Content Knowledge and Pedagogical Content Knowledge, while separate areas, are highly correlated (Klickmann et al., 2015).

### Table 2
**MKT and COACTIV Scores**

<table>
<thead>
<tr>
<th>MKT</th>
<th>Strategy</th>
<th>Student</th>
<th>Curriculum</th>
<th>COACTIV</th>
<th>Content</th>
<th>Strategy</th>
<th>Student</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>6</td>
<td>12</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>9</td>
<td>-3</td>
<td>2</td>
</tr>
<tr>
<td>31</td>
<td>22</td>
<td>10</td>
<td>-1</td>
<td>22</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>47</td>
<td>24</td>
<td>16</td>
<td>7</td>
<td>23</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>41</td>
<td>16</td>
<td>18</td>
<td>7</td>
<td>18</td>
<td>8</td>
<td>9</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>12</td>
<td>7</td>
<td>27</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>14</td>
<td>-6</td>
<td>15</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>16</td>
<td>3</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>22</td>
<td>10</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>-5</td>
<td>-24</td>
<td>-10</td>
<td>-6</td>
<td>-7</td>
<td>-1</td>
</tr>
</tbody>
</table>

*Correlation is significant at the 0.05 level (2-tailed)

**Correlation is significant at the 0.01 level (2-tailed)
Conclusions and Implications

Even though Baumert et al. (2010) and Ball et al. (2001) used different words to describe their components of Mathematical Pedagogical Content Knowledge, Depaepe, Verschaffel, and Kelchtermans (2013) identified two areas, Understanding of Students and Understanding of Strategies, which were conceptually identical for both. Likewise, the third areas, Knowledge of Curriculum and Knowledge of Tasks, seemed to overlap, seeing as curriculum can be broken down into tasks put into a specific order. According to both authors, these descriptions of PCK came before the development of their assessments; thus, the test should be a good measure of the definitions. Given that the scores of the participants on the two tests are correlated with a coefficient of .840 (p = 0.005), we can conclude that the tests are measuring mostly the same thing. In effect, 70% of the variation of scores on one is accounted for by the variation of scores on the other, meaning that 30% of the variation is different. Since they both claim to be testing for Mathematical Pedagogical Content Knowledge, we can conclude that the two definitions of PCK are mostly the same.

An ideal explanation of the variance would be that while two sections of each are described using similar language, the third area in each is different. However, none of the scores for the individual components are significantly correlated with their counterparts. This may be due to lack of participants, the length of the COACTIVE assessment which lead to a higher number of unanswered questions, overlap in the area of knowledge being tested by each question, or because the type of questions that were used to assess the separate type of knowledge were slightly different. Additionally, this difference could be caused by the differences in the initial construction of the test. The MKT and COACTIVE were created in two different languages and were tested with teachers working with very different types of students. In the Understanding of Students section, for example, issues like working with second language learners may be highly critical for one group but less important for the other.

However, knowing that these two groups created tests that measure the same type of knowledge should mean that the results based on one are similar to the results based on the other, and can help to strengthen the claims made about the value of PCK. Both groups had previously shown a relationship between a teacher’s level of PCK—as measured on their assessment—and their students’ achievement. Knowing that the assessments are similar provides greater evidence of that relationship. Additionally, Baumert’s group had found that Content Knowledge was a separate but correlated area of knowledge (2010). These results support this claim, as CK from the COACTIVE assessment was highly correlated with scores on the MKT (.856).

Another comparison can be made between how the creators of these assessments believe this knowledge is gained. Both Baumert et al. (2010) and Ball et al. (2001) believe that Content Knowledge of Mathematics is a prerequisite of PCK, and may be a subset of it. Thus, it would make sense that teachers who had majored in mathematics would have higher levels of PCK than those from other fields because of the increased number of mathematics courses they had taken in college. However, the groups with the highest levels of PCK were mathematics education majors (Mean COACTIVE score of 16.7, MKT of 33.7) and those from other fields (Mean COACTIVE score of 18, MKT of 33), both having average scores higher than those who majored in mathematics (Mean COACTIVE score of 2, MKT of 26). To get a B.S. in mathematics at University A, a student begins by taking Calculus I and completes 14 total upper division mathematics classes to get their degree. However, most teachers at the secondary level don’t teach Calculus or more advanced courses. Thus, while those classes are informative, they may not be useful in developing CK among secondary teachers.

Questions for Further Study

Knowing that the main assessments of mathematics pedagogical content knowledge are measuring the same things allows us to compare results made by both groups. However, there are many gaps in our knowledge that still need to be filled. For more effective teacher preparation, it would be useful to discover what sections within the framework of Pedagogical Content Knowledge are most valuable for teachers. We have evidence that pre-service teachers demonstrate the most growth in Understanding of Students and may improve in the other areas, but we do not know what classes or experiences are causing that growth, nor the value of that knowledge. While many of the studies of teacher knowledge and student achievement have used single scores for comparison, there may be specific components of PCK that have a greater effect. Knowing that would allow teacher educators to focus on those topics.

We also do not know how a teachers’ knowledge displays itself in the classroom. There is evidence that teachers with higher levels of PCK teach better lessons according to the Measures of Quality Instruction, which
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